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|  |  |
| --- | --- |
| Question | Your answer: |
| **Step 2: Domain Choice**  What domain did you choose to fine-tune the Meta Llama 2 7B model on?  Choices:   1. Financial 2. Healthcare 3. IT | IT |
| **Step 3: Model Evaluation Section**  What was the response of the model to your domain-specific input in the **model\_evaluation.ipynb file**? | The model is evaluated with the given dataset using IT domain and it evaluated the dataset using some sentence as input for estimating. |
| **Step 4: Fine-Tuning Section**  After fine-tuning the model, what was the response of the model to your domain-specific input in the **model\_finetuning.ipynb file**? | The model cant be able to fine tune due to restriction to access for text generation in the fine tuning but the required datas are estimated. |